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e Approved the syllabus of following subjects offered for B. Tech. (R 22 — Regulations).

Subject Name

Probability and Statistics

Probability. Statistics and Complex Variables
¢. Computer Oriented Statistical Methods
d. Mathematical and Statistical Foundations
e. Numerical Methods and Complex variables

f. Logical Reasoning and Quantitative Aptitude

Subject Code
B22MAO3
DB22MAO4
B22MAO05
B22MA06
B22MAO07
B22MC08



VAAGDEVI COLLEGE OF ENGINEERING

AUTONOMOUS
Bollikunta, Warangal, (T.S), 506005

Probability and Statistics
(For CIVIL)
Subject Code: B22MA03
B. Tech. Il Year 1 Sem. LTPC
3104

Pre-requisites: Mathematics courses of first year of study.
Course Objectives: To learn
¢ The theory of Probability, and probability distributions of single and multiple random
variables
e The sampling theory and testing of hypothesis and making statistical inferences

UNIT - I: Probability SL
Sample Space, Events, Counting Sample Points, Probability of an Event, Additive Rules,
Conditional Probability, Independence, and the Product Rule, Baye’s Rule.

Random Variables and Probability Distributions: Concept of a Random Variable,
Discrete Probability Distributions, Continuous Probability Distributions.

UNIT - II: Expectation and discrete distributions 0L |
Mean of a Random Variable, Variance and Covariance of Random Variables, Means and
Variances of Linear Combinations of Random Variables, Chebyshev’s Theorem.

Discrete Probability Distributions: Binomial Distribution, Poisson distribution.

UNIT - 111: Continuous Distributions and sampling 10 L
Uniform Distribution, Normal Distribution, Areas under the Normal Curve, Applications of
the Normal Distribution, Normal Approximation to the Binomial Distributions.

Fundamental Sampling Distributions: Random Sampling, Some Important Statistics,
Sampling Distributions, Sampling Distribution of Means and the Central Limit Theorem, t —
Distribution, F-Distribution.

UNIT - IV: Estimation and Testing of Hypotheses 10 L
Introduction. Statistical Inference. Classical Methods of Estimation, Single Sample:
Estimating the mean, standard error of a point estimate, prediction interval. Two sample:
Istimating the difference between two means, Single sample: Estimating a proportion, Two
samples: Estimating the difference between two proportions, Two samples: Estimating the
ratio of two variances.

Statistical Hypotheses: General Concepts, Testing a Statistical Hypothesis, Single sample:
Tests concerning a single mean, Two samples: tests on two means, One sample: test on a
single proportion.

Two samples: tests on two proportions, Two- sample tests concerning variances.

UNIT - V: Applied Statistics 10L
Curve fitting by the method of least squares. fitting of straight lines, second degree parabolas

and mor@glneral curves, Correlation and regression, Rank correlation.
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VAAGDEVI COLLEGE OF ENGINEERING
AUTONOMOUS
Bollikunta, Warangal, (T.S), 506005

Probability Statistics and Complex Variables

(For MECH)
Subject Code: B22MA04
B. Tech. 11 Year I Sem. LTPC
3104

Pre-requisites: Mathematics courses of first year of study.
Course Objectives: To learn
o The ideas of probability and random variables and various discrete and continuous
probability distributions and their properties.
e The basic ideas of statistics including measures of central tendency, correlation, and
regression.
e The statistical methods of studying data samples.
« Differentiation and integration of complex valued functions.
e Evaluation of integrals using Cauchy’s integral formula and Cauchy’s residue
theorem.
e FExpansion of complex fanctions using Taylor’s and Laurent’s series.

UNIT-I: Basic Probability 8L
Probability spaces, conditional probability, independent events, and Baye’s theorem.
Random variables: Discrete and continuous random variables, Expectation of Random

Variables. Variance of random variables

UNIT-11: Probability Distributions 10 L
Binomial. Poisson, evaluation 0 { statistical parameters for these distributions, Poisson
approximation to the binomial distribution, Continuous random variables and their properties,
distribution functions and density functions, ,
Normal and exponential, evaluation of statistical parameters for these distributions

UNIT-111: Estimation and Testing of Hypotheses 10L
Introduction. Statistical Inference, Classical Methods of Estimation.: Estimating the Mean,
Srandard Error of a Point Estimate, Prediction Intervals, Estimating a Proportion for single
sample. Difference between Two Means, difference between two proportions for two
Samples.

Statistical Hypotheses: General Concepts, Testing a Statistical Hypothesis, Tests Concerning
a Single Mean, Tests on Two Means, Test on a Single Proportion, Two Samples: Tests on
Two Proportions.

UNIT-1V: Complex Differentiation _ 10 L
Iimit. Continuity and Differentiation of Complex functions, Analyticity, Cauchy-Riemann
equations  (without proof). finding harmonic conjugate, elementary analytic functions
(exponential, trigonometric, Jogarithm) and their properties, Conformal mappings, Mobius
(ransformations.

UNIT-Y: Complex Integration 10 L

Line integral, Cauchy’s theorem, Cauchy’s Integral formula, Zeros ol analytic functions,
Singularities, Taylor’s series, Laurent’s series, Residues, Cauchy Residue theorem (All
theorems wmithout Proof).
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VAAGDEVI COLLEGE OF ENGINEERING :

AUTONOMOUS
Bollikunta, Warangal, (T.S), 506005

Computer Oriented Statistical Methods
(For CSE & CSE(DS))
Subject Code: B22MAOS

B. Tech. IT Year I Sem. LTPC
3104

Pre-requisites: Mathematics courses of first year of study.
Course Objectives: To learn
6. The theory of Probability. Probability distributions of single and multiple random
variables :
7. The sampling theory, testing of hypothesis and making statistical inferences
¢ Stochastic process and Markov chains.

UNIT - 1: Probability 10L
Sample Space. Events, Counting Sample Points, Probability of an Event, Additive Rules,
Conditional Probability, Independence, and the Product Rule, Baye’s Rule,

Random Variables and Probability Distributions: Concept of a Random Variable,
Discrete Probability Distributions, Continuous Probability Distributions.

UNIT - II: Expectation and Discrete Distributions 10 L

Mean of a Random Variable, Variance and Covariance of Random Variables, Means and
Variances of Linear Combinations of Random Variables, Chebyshev’s Theorem.

Discrete Probability Distributions: Binomial Distribution, Poisson distribution.

UNIT - I1I: Continuous and Sampling Distributions 10 L
Uniform Distribution, Normal Distribution, Areas under the Normal Curve, Applications of
the Normal Distribution, Normal Approximation to the Binomial Distributions.

Fundamental Sampling Distributions: Random Sampling, Some Important Statistics,
Sumpling Distributions, Sampling Distribution of Means and the Central Limit Theorem, t -
Distribution, F-Distribution. i

UNIT - 1V: Sample Estimation and Testing of Hypotheses 10L
Introduction, Statistical Inference, Classical Methods of Estimation, Single Sample:
I'stimating the mean, standard error of a point estimate, prediction interval. Two sample:
['stimating the difference between two means, Single sample: Estimating a proportion, Two
samples: Estimating the difference between two proportions, Two samples: Estimating the
ratio of two variances.

Statistical Hypotheses: General Concepts, Testing a Statistical Hypothesis, Single sample:
Tests concerning a single mean, Two samples: tests on two means, One sample: test on a
single proportion.

Two samples: tests on two proportions, Two- sample tests concerning variances.

UNIT-V: Stochastic Processes and Markov Chains 8L
lroduction te Stochastie processes- Markov process. Transition Probability, Transition
Probability Matrix, First order and Higher order Markov process, n-sicp  transjtion
probabilities, Markov chain, Steady state condition, Markov analysis.
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VAAGDEVI COLLEGE OF ENGINEERING

AUTONOMOUS
Bollikunta, Warangal, (T.S), 506005

Mathematical and Statistical Foundations
(For CSE(AI&ML))
Subject Code: B22MA06

B. Tech. I Year 1 Sem. LTPC
310 4

Prerequisites: Mathematics courses of first year of study.
Course Objectives:
1. The Number Theory basic concepts useful for cryptography etc
The theory of Probability. and probability distributions of single and multiple random
variables
3 The sampling theory and testing of hypothesis and making inferences
4. Stochastic process and Markov chains.

t

UNIT -1

Greatest Common Divisors and Prime Factorization: Greatest common divisors, + The
Fuclidean algorithm, The fundamental theorem of arithmetic, Factorization of integers and
the Fermat numbers

(Congruences: [ntroduction to congruences. Linear congruences, The Chinese remainder
theorenm., Systems of linear congruences

UNIT - 11

Simple Linear Regression and Correlation: Introduction to Linear Regression, The Simple
linear Regression Model, Least Squares and the Fitted Model, Properties of the Least
Squares Estimators, [nferences Concerning the Regression Coefficients, Prediction, Simple
| inear Regression Case Study.

Random Variables and Probability Distributions: Concept of a Random Variable,
Discrete  Probability Distributions, Continuous Probability ~Distributions, Statistical
Independence. ;

Discrete Probability Distributions: Binomial Distribution, Poisson distribution.

UNIT - 1

Continuous Probability Distributions: Normal Distribution, Areas under the Normal
Curve. Applications of the Normal Distribution, Normal Approximation to the Binomial
Fundamental Sampling Distributions: Random Sampling, Sampling Distributions,
Sampling Distribution of Means and the Central Limit Theorem, Sampling Distribution of
(hi-square test. t Distribution, F-Distribution.

UNIT -1V

l:stimation and Testing of Hypotheses: Introduction, Statistical Inference, Classical
Methods of Estimation. Estimating the Mean, Standard Error of a Point Estimate, Prediction
Intervals. Tolerance Limits, Estimating the Variance, Estimating a Proportion for single
mean. Difference between Two Means, between Two Proportions for Two Samples and
Maximum Likelihood Estimation.

UNIT -V

Gtochastic Processes and Markov Chains: Introduction to Stochastic prooussus: Markov
process. Transition Probability. Transition Probability Matrix, First order and Higher order
Markov process, nstep transition probabilities, Markov chain, Steady state condition, Markov

analysis.
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VAAGDEVI COLLEGE OF ENGINEERING

AUTONOMOUS
Bollikunta, Warangal, (T.S), 506005

Numerical Methods and Complex Variables
(Common to EEE & ECE)
Subject Code: B22MAO7

B. Tech. Il Year I Sem. 5 LTIPC
3104

Pre-requisites: Mathematics courses of first year of study.
Course Objectives: To learn
e Expressing periodic function by Fourier series and a non-periodic function by Fourier
transforms
e  Various numerical methods to find roots of polynomial and transcendental equations.
e Concept of finite differences and to estimate the value for the given data using
interpolation.
e Tvaluation of integrals using numerical techniques
e Solving ordinary differential equations of first order using numerical techniques.
e Differentiation and integration of complex valued functions.
e FEvaluation of integrals using Cauchy’s integral formula and Cauchy’s residue
theorem.
e Expansion of complex functions using Taylor’s and Laurent’s series.

UNIT-I: Fourier Series and Fourier Transforms: 10L
Fourier series - Dirichlet’s Conditions - Half-range Fourier series - Fourier Transforms:
Fourier Sine and cosine transforms - Inverse Fourier transforms.

UNIT-11: Numerical Methods-I 0L -
Solution of polynomial and transcendental equations: Bisection method, Iteration Method,
Newton- Raphson method and Regula-Falsi method. Jacobi and Gauss-Seidal iteration
methods for solving linear systems of equations.

Finite differences: forward differences, backward differences, central differences, symbolic
relations and separation of symbols. Interpolation using Newton’s forward and backward
difference formulae. Central difference interpolation: Gauss’s forward and backward
formulae. Lagrange’s method of interpolation.

UNIT-111; Numerical Methods-1I 8L
Numerical integration: Trapezoidal rule and Simpson’s 1/3rd and 3/8th rules.

Ordinary differential equations: Taylor’s series, Picard’s method, Euler and modified Euler’s
methods. Runge-Kutta method of fourth order for first order ODE

UNIT-1V: Complex Differentiation 10 L

Limil. Continuity and Differentiation of Complex functions. Cauchy-Riemann equations
(without proof). Milne- Thomson methods. analytic functions, harmonic functions, finding
harmonic conjugate, elementary analytic functions (exponential, trigonometric, logarithm)
and their properties. (All theorems without Proofs), Conformal mappings, Mobius
transformations.

UNIT-V: Complex Integration ' 10 L

line integrals. Cauchy’s theorem. Cauchy’s Integral formula, zeros of analytic functions,
singularities. Taylor’s series. Laurent’s series, Residues, Cauchy Residue theorem.

vllu,s. (All theorems without Proofs) e
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VAAGDEVI COLLEGE OF ENGINEERING

AUTONOMOUS

Bollikunta, Warangal, (T.S), 506005

Logical Reasoning and Quantitative Aptitude

(Common to Civil, EEE, MECH, ECE, CSE, CSE(AI&ML), CSE(DS))

Subject Code: B22MCO08

Objectives:
The purpose of this course ensure the students

LTPC
2000

e To improve logical thinking with general applications using mathematical concepts

like sequences, series, number theory and probability.

e [t also features students to analyze data interpretation and able of improve their
mathematical skills in various general aspects like coding and decoding, Time and

Work puzzles solving blood relations etc.

Unit — I: Logical Reasoning
I. Coding and Decoding

2. Distance and Directions

3. Classitications

4. Odd man out and series

5. Clocks and Calendars ete.

Unit — II: Logical ability
|. Blood relations

2. Seating Arrangements
3. Figure Analysis

4. Puzzles etc.

Unit — III: Number systems

. LCM and HCF

2. Ratio and proportion

3. Simple interest and compound interest
4. Profit and Loss etc.

Unit — 1V: Arithmetic ability
I. Time and work

2. Partnerships

3. Time speed and distance

4. Problems on Trains etc.

Unit — V: Mathematical ability
|. Sequence and series
2. Permutations and combination
3. General probability etc.
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